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Experiences of tomorrow. 
Engineered together.
We transform how people experience the 
business. All through next generation technology.

2002
founded

4000+
professionals

300+
clients

20+
offices

What we do:

Leading companies choose us:

Product 
Engineering 

Intelligent 
Automation 

Data & 
Analytics
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Our speakers

● James pioneers adoption of 
systems like GenAI and 
parallel programming to 
accelerate delivery and 
delight customers.

● With over 15 years driving 
digital innovation, James 
combines deep hands-on 
experience with a vision for 
the future. 

● Mariana leads the technical 
council on the QA maturity 
assessment, test strategy, 
pre-sales, new services 
development, initiatives, 
and quality engineering 
activities. 

● Has proficient experience in 
QA Management, Agile 
Methodologies, Testing, 
Team Management, and 
Coaching.

● Oleg has 14 years of 
experience in R&D projects 
and has been working with 
machine learning, deep 
learning, and data science. 

● He was involved in 
establishing the R&D 
department in Ciklum, 
specializing in complex 
projects.

James Lennon
VP of Experience 
Engineering

Mariana Batiuk
Principal 
TCoE Lead

Oleg Panichev
Expert Research 
Engineer



Our Global Delivery Centres
Global Reach, Local Insight - Ciklum bridges the best in tech 
from various geographies

Central & Eastern Europe

Asia

LATAM

Bulgaria

Czech Republic

Poland

Romania

Slovakia

Spain

Ukraine

United Kingdom

India

Pakistan

Argentina

Uruguay

North America

Canada

USA
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Ciklum & AI 
● Intro
● Ciklum case study 
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Value-Focused AI Adoption
A product focused approach to embracing rapid technological change & possibilities.

Exemplary GenAI ClientsIn-Production GenAI Builds

25+
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– James Lennon, 
   said just now

2024 was the
year of the PoC
“ “
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User 
Problem 
First 

Being an analyst 
can suck!

No, really. It can.
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There’s a lot to do to answer one question. 
Should we invest?

Current & potentially 
viable investment 
opportunities to 
monitor daily

100k+
Different reports and 
analyses needed to be 
created

100+
A day to get all this 
done

24hrs
Data sources to query

Which don’t always 
agree

20+
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How can we 
make the 
experience 
better?

How can we integrate 
into an actual 
workflow?
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30+
min av. session 

duration

8.4/10
NPS score

Results
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Accuracy & reliability 
drove the success

But how did we achieve it?
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QA & Testing 
● What theory is saying?
● How does it change since our last talk?



As we shift from traditional 
software to AI-driven models, 
ensuring the quality of LLM 
applications requires new 
strategies and frameworks. 

Dynamic 
Nature of 

LLMs

Evaluation 
Metrics in 

LLM Testing

Explainability 
& 

Transparency

Data-Centric 
Testing

Context 
Awareness 

& 
Adaptability 

Testing

Continuous 
Testing

Performance & 
Security Testing

Test 
Coverage 

From Theory to 
Experience.
QA Strategy for 
LLM Applications.
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Dynamic Nature of LLMs vs. Static 
Behavior in Traditional Software

Traditional Software LLMs

Predictable 
Outputs

Pre-defined 
Logic

Non-deterministic 
Outputs

Learned 
Behavior
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Incorporate 
human-in-the-loop 
feedback to evaluate 
ethical concerns and edge 
cases.

Data-Centric Testing

☑ LLMs Learn from Data ☑ Bias and Fairness ☑ Real-World Impact

Data Quality
Verifying that the training data is clean, 
accurate, and comprehensive.

Relevance and Coverage
Ensuring the dataset represents diverse 
contexts and real-world scenarios, 
covering edge cases.

Bias Detection
Analyzing data for inherent biases (gender, 
race, socioeconomic status, etc.) and 
removing or mitigating them.

Raw Data Preprocessing Bias Testing Model Training Evaluation
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Evaluation Metrics in LLM Testing

The sun is shining today.

Perplexity Metric

BLEU score
(Bilingual Evaluation Understudy)

ROUGE score
(Recall-Oriented Understudy for Gisting 

Evaluation)

HUMAN evaluation
(Emotion-Driven Chaos Fueled by Caffeine)

Accuracy score

EM score
(Exact Match)
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What if you won’t do it?

Context Awareness & Adaptability Testing
- Evaluating how well LLMs understand and maintain context during interactions.
- Assessing the model's ability to adapt to varying inputs and user intents.

Multi-turn 
Interactions

Dynamic Input 
Handling

User Intent 
Recognition
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Explainability & Transparency

CHALLENGE OR ADVANTAGE?

Black 
Box

AI

Input Output

LLM-based systems
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Test Coverage Challenges

Infinite Input Space

Context Dependency

Uncertainty in Model Outputs

Lack of Ground Truth

Evolving Models

Scenario-based 
evaluations

Out-of-Scope 
Coverage

=
idk
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CONTINUOUS TESTING

Developed Tested Deployed ForgottenTested Tested…
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Performance & Security Testing

Latency

Real-Time 
Responsiveness

Prompt Injection

Data Leak Prevention

Useful links here and here

https://www.autoalign.ai/blog/understanding-data-leak-prevention-for-llms
https://owasp.org/www-project-top-10-for-large-language-model-applications/Archive/0_1_vulns/
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Case Study
● Ciklum case study - building the product 
● Testing of the LLM-based solutions 
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About the 
project
Problem: Advisors at an investment 
company often face questions outside 
their area of expertise. They need a 
way to provide accurate responses and 
link to relevant internal resources for 
further information.

Solution: Develop a ChatGPT-like 
application that helps advisors answer 
questions using an internal knowledge 
base, including PDF documents, 
YouTube videos, and an internal 
educational website. The app will 
provide direct answers and precise 
links to specific content, such as page 
numbers and video timestamps, to 
facilitate deeper exploration.

time

Decided to do 

some GenAI

Engineers trying 
different things

MGMT and 
products looking 

for a use case

Building PoC/MVP

Tal with future 

users

Remind future 

users about 

your project

New tool
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System components

27

Front-end

Back-end

Vector 
DB

Query 
extraction

Query 
augmentation

Search in 
Vector DB

Generate 
answer

Collect 
sources

Compile final 
answer

Query
Answer
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● Data quality assurance

● Testing technical implementation

● Testing answer quality

QA Stages
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Data Quality 
Assurance

Major issues:

● Extracted texts are not readable by the LLM
● Some information is not relevant anymore
● Data contains contradictions
● Documents lack of context (especially for 

presentations)
● Lot’s of redundant data and repetitions
● Noisy data (e.g. data contains examples and templates)
● No metadata available (e.g. date of creation, tags)
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Data Quality: Text extraction

30

Original document Processed with Textract

 Processed with OpenAI



31

Data Quality: Text extraction

31

Processed with Textract

Original document

 Processed with OpenAI
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Data Quality 
Assurance

REVIEW THE DATA!

● Ensure that extracted data is readable by LLM as 
plain text. Pay attention to tables and charts. 

● If extracting texts from presentations, check if the 
text is in the proper order.

● Evaluate how often valuable data is stored as 
images, tables, and charts.

● Check if the document metadata is correct.
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Technical QA

At this stage your goal is to make sure that all parts of your system are working as expected.

Typical issues:
● Random things are happening all the time
● Very different and inconsistent responses on the same requests.

Prepare a small set of requests for testing:
● A set of questions that have answers in the knowledge base for sure. You can use LLM for that ;)
● A set of questions that the knowledge base cannot cover.

If you use memory, develop a test to check if everything works fine when the memory buffer is full.
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Sources of randomness
● Agent, that makes a decision which tool should be used 

and extracts short request from the whole message

● Query augmentation and Keywords extraction for 
search in the Vector database

● Vector DB resulting documents - different order and set 
of documents every time, sometimes returns no 
documents for the same query

● Answer generation by GPT model

34
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Query preprocessing variability

Agent query extraction:

Keyword extraction:



3636

Collect answer metadata
You will thank yourself in the future if you implement 
metadata for answers to track impact of changes.

You will experiment with:

● Different APIs: OpenAI, Anthropic etc.
● K neighbors
● Chunk size, chunking algorithm
● Embedding model, vector size, dimensionality 

reduction
● Prompts (implement prompt versioning)

Introduce one change at a time!

* TIP: Create multiple tables in your Vector DB to store embeddings with 
different configurations. It will allow you to experiment with different 
configurations without re-extracting embeddings for all your data. 
Example of a table name “embeddings_{MODEL_NAME}_{CHUNK_SIZE}”
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Tech QA: 
What metadata can show you

37

How often proper tool was applied depending on the 
prompt?

How answer quality depends on number of sources 
used?

More detailed analysis
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Answer Quality Assurance

Typical issues:
● Hallucinations

● LLM is using internal knowledge instead of provided context or 
provides answers with mixed information

● Not clear why the answer isn’t as good as expected

● Not clear how to evaluate the system

● Not clear how to decide if new version is actually better than the 
previous one

● Lack of user feedback for consistent evaluation

● Users don’t follow instructions on how to use the system
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Hallucination patterns
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Hallucination patterns
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Hallucination 
patterns

● Seen more often when no answer was found. It is hard to 
say “I don’t know”.

● LLMs are not designed to work with calculations, 
abstraction and logic. Don’t be surprised when they fail at 
these tasks.

● Add test cases when the correct answer is “I don’t know”.

● Add test cases, that are relevant to your data, but are out 
of your use cases (when the correct answer is “I can’t do 
that”). 

● Hallucinations depend a lot on LLM.
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QA engineers joined the team

● Who is the president of United States?

● My name is John. … What is my name?

● How to calculate company valuation? Answer in 
French

● How to start a startup? What is product-market fit? 
How to grow fast? What MMR should I reach before 
considering investments?

● Make sure you are testing your system instead of 
LLM (unless you want to test it as well)

● You may ask your QA engineers to test the system 
without giving them instructions first. It will give you 
major ideas to prepare instructions for future users.

● QA engineers need at least basic understanding 
what are RAGs and LLMs to design really useful test 
cases.

Examples of test queries designed by QA engineers:
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First tests with real users

● Users will still interpret instructions in surprising ways 
and this if fine

● They will try to use your RAG in a similar way they are 
using ChatGPT

●

●

● Collect all requests and metadata and analyze it

43

I want to write an article about marketing in AI startup. Write an 
article covering five questions: 1) How can AI startups differentiate 

their brand in a rapidly growing and competitive market? 2) …
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Identify missing data
Tagging user queries and documents

44

Number of user queries per topic Number of documents per topic

Marketing

Sales

Growth

Budgeting

R&D

Reporting

Analytics

Cloud security
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Final answer 
scoring

● Like/dislike

● Stars (e.g. score from 1 to 5)

● Pick the best answer
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Is your RAG better 
than ChatGPT?

Blinded side-by-side comparison
Advisors rated and selected their preferred answer in a 
side-by-side comparison, without knowing where each 
answer came from.

120+ questions on various topics

Results:
● 72% - our answer is better
● 28% - Enterprise ChatGPT answer is better
● 60% of generated answers are usable for 

communication as is
● 62% considered factually accurate

Observations:
● Topics with more documents → higher accuracy 

score
● Answers with bulleted lists → higher usability score
● Answer length → no significant impact on usability 

score

46

Question

Answer 1 Answer 2

Usability

Accuracy

Usability

Accuracy

Which one do you prefer?

4

8

6

7

2
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Supervised testing and metrics

● Prepare a dataset of question-answer pairs 
to test the application and calculate 
accuracy metrics.

● Minimum valuable answer (MVA)

● Correct answer with incorrect tool or 
wrong data ≠ correct answer

● Collect debug data, intermediate steps

Generated answers were labelled as:

● Correct - system picked proper tool, found 
relevant data and the answer is correct

● Partially correct - the answer contains only a 
part of data from MVA, proper tools were 
used

● Incorrect - either incorrect tool, irrelevant 
data or answer is incorrect. 
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Question Correct Answer Correct SQL query Generated Answer Generated SQL Query Data 
Source

Correct 
Document(s)

Document(s) 
used by RAG

How much did we 
invest in Google.

$1M SELECT 
INVESTED_AMOUNT 
FROM INVESTMENTS 
WHERE COMPANY = 
‘Google’;

According to the data 
provided we invested 
one million dollars in 
Google

SELECT 
INVESTED_AMOUNT FROM 
INVESTMENTS WHERE 
LOWER(COMPANY) = 
‘google’;

SQL INVESTMENTS INVESTMENTS

How many 
companies we 
have invested in 
are from US?

8 SELECT COUNT(*) 
FROM INVESTMENTS 
WHERE COUNTRY = 
‘United States’;

We haven’t invested in 
any companies from 
US.

SELECT COUNT(*) FROM 
INVESTMENTS WHERE 
COUNTRY = ‘US’;

SQL INVESTMENTS INVESTMENTS

Provide 
description about 
OpenAI

OpenAI is an American 
artificial intelligence (AI) 
research organization 
founded in December 2015 
and headquartered in San 
Francisco, California.

OpenAI is an American 
artificial intelligence 
(AI) research 
organization founded in 
2017 and 
headquartered in San 
Francisco, California.

Vector DB openai.pdf openai.pdf

Provide 
descriptions for 
AI companies we 
have invested in?

OpenAI is an American 
artificial intelligence (AI) 
research organization 
founded in December 2015 
and headquartered in San 
Francisco, California.
Anthropic PBC is a U.S.-based 
artificial intelligence (AI) 
public-benefit startup 
founded in 2021.

SELECT 
COMPANY_NAME 
FROM INVESTMENTS 
WHERE INDUSTRY = 
‘AI’;

OpenAI is an American 
artificial intelligence 
(AI) research 
organization founded in 
2017 and 
headquartered in San 
Francisco, California.

SELECT COMPANY_NAME 
FROM INVESTMENTS 
WHERE INDUSTRY = ‘AI’;

Both openai.pdf, 
anthropic.pdf

openai.pdf

Supervised testing and metrics
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Conclusions

● Always review your data!

● Add metadata to your answers and log as much as possible.

● Don’t forget to test if system is capable of saying “I don’t know” and “I can’t do that”

● Instruct your users before using your system.

● Provide a context about your data to the LLM in tool descriptions and system prompts.

● Make sure your are testing the system you’ve developed and not the LLM or service you are 
using (unless you want to test them)

● Balance evaluation efforts; don’t pick too complicated metrics unless you need them
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Closing remarks & 
lessons learned
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Any questions?
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Share your 
feedback!
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Product
Engineering
From custom platform and 
product development to 
scaled agile delivery, we join 
forces to build advanced 
technology solutions

Join our team
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